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ABSTRACT 
 
 
In this work, the chugging direct contact condensation (DCC) mode of BWR suppression pool operation is 
simulated by using Eulerian-Eulerian two-fluid approach of the compressible flow NEPTUNE_CFD 
software and the OpenFOAM CFD code. The interfacial heat transfer between steam and water is modeled 
by using condensation models based on the surface renewal theory. Flow turbulence is solved by employing 
the standard k-ε turbulence model. As the condensation rate could not be measured experimentally, a pattern 
recognition algorithm was used to extract information about the bubble size and the chugging frequency 
during the steam discharges. The experimental references for the analysis and simulations have been 
obtained from the suppression pool test facility experiments of the Lappeenranta University of Technology. 
The reference cases contain steam discharges within the open pool test facility POOLEX and within the 
pressurizing drywell-wetwell test facility PPOOLEX. The simulation results indicate that the qualitative 
nature of chugging can be captured well with the computational fluid dynamics (CFD) modelling and better 
quantitative results can be reached by DCC model development.  
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1. INTRODUCTION 
 
In the most current boiling water reactors (BWR), the containment has been designed to be a compact 
structure, relying on pressure suppression to mitigate overpressurization in case of operational transients 
and postulated loss of coolant accidents (LOCAs). Pressure suppression in the containment is achieved by 
a condensation pool, a sub-cooled water pool into which steam is vented [1]. The condensation rate has to 
be high for the suppression pool system to fulfill its safety function. Depending on discharge conditions, 
different direct contact condensation (DCC) modes may arise, making condensation modelling challenging 
both in experiments and in numerical simulations. As to the experiments, the condensation induced pressure 
oscillations are often unfavorably violent for the delicate measurement instrumentation. 
 
Regarding the numerical simulations, the pressure oscillations are challenging for most of the 
incompressible flow solvers of the CFD softwares. Oscillatory condensation modes, including chugging, 
have been modelled analytically in a few studies e.g. in [2] and [3]. Analytical and empirical findings have 
recently been applied to CFD-like lumped parameter code GOTHIC in order to simulate stratification and 
mixing phenomena in suppression pools in a numerically economic way [4]. Pure CFD simulations of 
chugging DCC in vertical vent pipes are rare. Volume of Fluid (VOF) simulations without mass transfer 
have been presented [5-6] and some VOF simulations with mass transfer have been attempted [7]. More 
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recently, Eulerian simulation results with heat and mass transfer have been presented [8-10]. Otherwise 
many of the recent suppression pool CFD simulations have been made with nozzle or sparger systems, e.g. 
[11-12]. The authors of [9] and [13] presented preliminary results of the improved capability of Eulerian 
two-phase CFD codes to successfully model and predict chugging DCC in a POOLEX suppression pool 
test of Lappeenranta University of Technology (LUT). They introduced a pattern recognition approach 
where condensation rate can be analyzed indirectly from the video material of the suppression pool tests. 
They simulated example cases of chugging at subcooling levels of 30K, 40K and 60K in the open-top pool 
system POOLEX [13]. These simulations used the Hughes and Duffey heat transfer correlation [14] and 
resulted in qualitatively realistic chugging behavior. The main results of those simulations are summarized 
in this paper as well. This paper presents the first NEPTUNE_CFD results and findings from the simulations 
of the drywell-wetwell suppression pool system PPOOLEX of LUT. Preliminary results of the OpenFOAM 
simulations of an open-top pool case are compared with the earlier NEPTUNE_CFD results as well. 
 
2. POOLEX AND PPOOLEX EXPERIMENTS 

2.1. The STB-28 and DCC-05 tests 
The first test facility constructed for BWR containment studies at LUT was called POOLEX [15]. It was a 
cylindrical pool with an open top and a conical bottom part, and it modelled the wetwell of a suppression 
pool. The inner diameter of the pool was 2.4 m and the height 5.0 m. A vertical DN200 blowdown pipe was 
placed inside the pool in a non-axisymmetric location, i.e. 300 mm from the pool center. The pool was filled 
with water to the level of 3.5 m in the test set-ups, which left the blowdown pipe submerged by 2 m.  
 
The later PPOOLEX facility modeling BWR containment includes a wetwell compartment (suppression 
pool), drywell compartment, inlet plenum and air/steam line piping. The main component of the facility is 
the approximately 31 m3 cylindrical test vessel, 7.45 m in height and 2.4 m in diameter. The facility is able 
to withstand overpressure up to 4 bar and underpressure of 0.5 bar. Windows on the side walls and in the 
bottom segment of the test vessel allow visual observation of the phenomena during the tests. The drywell 
compartment is thermally insulated. A DN100 blowdown pipe was used in the later PPOOLEX experiments 
(including the DCC-05 test discussed in this paper) and it was positioned inside the pool in a non-
axisymmetric location, i.e. 420 mm away from the centerline of the pool. The steam generators of the 
PACTEL facility [16] were used as a steam source during the tests with both of the facilities (Fig. 1). 

 
Figure 1.  POOLEX and PPOOLEX test facilities [15]. 
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The POOLEX STB-28 experiment consisted of one long-running steam blowdown (duration 3195 s). The 
purpose of this test was to study the formation and condensation of steam bubbles at the blowdown pipe 
outlet as a function of pool water temperature. During the blowdown, seven short periods (duration 12 . . . 
30 s) were recorded with a higher sampling rate and labelled from STB-28-1 to STB-28-7. The pool water 
temperature rose from 47 °C to 77 °C during the test. The steam mass flow rate was kept at the level of 0.3 
kg/s for the whole blowdown. Fig. 2 shows the measured values of inlet mass flow rate, steam temperature 
and pool temperature and the estimated values of condensation rates and pipe wall temperature during the 
STB-28 test. 
 

 
 
Figure 2.  Estimation of wall condensation rate and wall temperatures in the STB-28 test. 
 
Condensation on the wall of the submerged blowdown pipe was estimated by using the correlation of Chen 
et al. [17, 18 and 9]. During the blowdown, chugging was the dominating condensation mode. For this 
reason, steam bubbles of different sizes formed and collapsed at the blowdown pipe outlet. The bubbles 
were small in the early phase of the test. As the pool water temperature rose, dominating bubble size 
increased gradually as well. Fig. 3 shows some typical steam bubbles that formed during the STB-28 
experiment. The test facility instrumentation in the STB-28 test contained a high speed camera (500 fps), a 
standard speed camera (25 fps), various thermocouples and pressure transducers within the pool and 
blowdown pipe and stress strain sensors on the pool bottom.  
 

 
Figure 3.  Maximally expanded bubbles as a function of pool water temperature in the STB-28 test. 
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The main purpose of the PPOOLEX DCC-05 experiment was to obtain data for the validation of the DCC 
models used in CFD codes and to make 3D high speed video recordings to be used in the development 
work of the pattern recognition algorithms. In order to get long enough camera samples, the resolution of 
the cameras was set to 768x768 px and the framerate to 300 fps. These settings allowed capturing 6 pieces 
of 48 second samples from each test part. 
 
Before the DCC-05 experiment the wetwell pool was filled with almost isothermal water (25 °C) so that 
the blowdown pipe outlet was submerged by ~1.0 m. The drywell compartment of the test vessel was full 
of air at atmospheric pressure. During the clearing phase, part of the steam condensed on the drywell walls 
until the structures had heated up. Practically all air was displaced from the drywell into the gas space of 
the wetwell after 500 seconds of the experiment start. After that, the idea was to keep the pool water 
temperature as constant as possible but use a large range of different steam flow rates. To achieve this goal 
the steam flow rate was quickly adjusted to the new value for the recorded periods, but during data 
transferring periods it was reduced to almost zero to prevent the unnecessary heat-up of pool water. 
Regardless of that, the temperature of pool water at the blowdown pipe outlet elevation rose about 10 K 
during the investigated period. Steam flow rates between 75 and 200 g/s were used in the chugging blows 
of DCC-05 (Fig. 4). 

 
Figure 4. Six chugging blows of the DCC-05 experiment. 
 
Fig. 5 shows an example of a collapsing bubble in the test. Recognized bubble boundaries of the pattern 
recognition algorithm are marked on red. The individual steam blows of the DCC-05 experiment defined 
by the steam mass flux and pool bulk temperature are marked on the condensation mode map of Lahey and 
Moody [1] in Fig. 6. 
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Figure 5. Expansion and collapse of a bubble during the later phase of the DCC-05-4 test. The 
boundaries recognized by the pattern recognition algorithm marked as red. 
 

 
Figure 6. Steam blows of the STB-28 and DCC-05 tests on the condensation mode map [1]. 

2.2. Pattern Recognition 
A pattern recognition algorithm for evaluation of bubble mean diameters was created tailored for the STB-
28 high speed camera data [9]. The algorithm was based on a single camera output. For the DCC-05 
experiments, the algorithm was upgraded to use three almost perpendicularly located high speed cameras. 
Fig. 5 shows a recognized bubble boundaries of the left side camera (marked in red). The 3D view 
obtainable by using all the cameras should improve the accuracy of evaluation of the bubble volume, the 
surface area, and also the Sauter mean diameter. The chugging frequencies were evaluated also by using 
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the pattern recognition algorithm. Fig. 7 shows cross-sectional areas of the bubbles of the side cameras 
compared to the pressure measurements p5 below the pipe’s outlet and pressure p6, at the bottom of the pool. 
It can be clearly seen that the biggest pressure changes will appear immediately after the biggest bubbles.  

 
Figure 7. A sample of cross-sectional areas (difference between the measured and mean area) of the 
bubbles compared to the pressure p5 outside the pipe’s outlet and pressure p6 at the bottom of the 
pool in arbitrary units in the DCC-05-4 experiment. 
 
3. MODELING AND SIMULATION STRATEGIES   
 
3.1. Physical Models 
The chugging phenomenon in vertical blowdown pipe causes strong pressure oscillations due to the 
extensive and rapid phase change. Compressible flow formulation is hence preferable for simulation of 
such conditions. The compressible flow Eulerian Finite Volume multi-field solver NEPTUNE_CFD [19-
21] versions 1.0.8 and 2.0.1 utilizing CATHARE steam tables were used for chugging simulations of this 
study. In the OpenFOAM simulations, the version 1.7.1 of the code was used with incompressible 
formulation as it had already been used in a POOLEX (STB-31) case operating with lower DCC rates [24]. 
The compressible flow solver OpenFOAM 2.3.x was tested also. The transport equations for mass, 
momentum and energy are solved by NEPTUNE_CFD 1.0.8 for both continuous phases are [21]: 
 

t k k k kUk k                                                       (1) 
 

t k kUk k kUkUk k k,ij k,ij
t

k P k kg Mk kSk (2)

t k kHk k kUkHk k
P
t k kUkg kQk kHk k qwall k,         (3)

 
where Γk is the mass transfer rate, Hk is the total enthalpy, Πk is the bulk interfacial heat transfer rate, Mk is 
the interfacial momentum transfer rate, and Sk is the external head loss term (which is not needed in this 
study). Mk term contains the momentum transfer by a drag model i.e. Large Interface Model of Coste 2013 
[22] or the ‘separated phase drag model’ [21]. The Coste model takes also the interfacial tangential shear 
into account whereas the separated phase model applies the normal drag force only. Denoting liquid phase 
with k = 1 and vapor phase with k = 2, the mass transfer rate by phase change can be formulated as 
 

1 2
H2 H1

              (4) 
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The vapor phase heat transfer contribution Π2 is negligible compared to the liquid phase one in these 
simulations with saturated steam. Thus the interfacial heat transfer for liquid phase is defined only as 
 

1 aih1 Tsat T1 ,                                                         (5)
 
where ai is the interfacial area density (m−1), which is calculated from the gradient of void fraction (i.e., 
a 1 ). The heat transfer coefficient for the water phase is defined as
 

h1= Nu1λ1
Lt,1

,       (6) 

 
where λ is the thermal conductivity and Lt is the characteristic length. For the Nusselt number in chugging 
simulations, the correlations predicting high condensation rates in separated flow cases [22] have been 
promising [9]. In this study, the condensation models of Hughes and Duffey (HD) [14] and Coste (Coste 
C) [23] have been used; 

Nu1
2 Ret,1Pr1 2, and      (7) 

Nu1 Ret,1
7 8Pr1 2 ,                                                             (8) 

 
respectively. The Reynolds number is defined as 
 

Ret,1
ut,1Lt,1

1
,                                  (9) 

 
where the turbulent velocity ut,1 is based on turbulence kinetic energy k1 and dissipation rate ε1. In the HD 
STB-28 simulations, ut,1 = (ν1ε1)1/4 and in the HD DCC-05 simulations ut,1 = min(|U1|, Cμ

1/4k1/2) are used. 
They produce negligibly different results. In the Coste C cases, ut,1 = (2k1/3)1/2 is used. The length scale in 
the HD and Coste C simulations are   

Lt,1 Cμ
k1

3 2

ε1
, and       (10) 

Lt,1
ν1

3

ε1

1/4
,                    (11) 

 
respectively. The standard k-ε model is used in the simulations with standard wall functions. The local k, ε 
values and the Cµ model constant (= 0.09) are obtained from the k-ε model. 
 
The corresponding conservation equations of the OpenFOAM cases are presented in [24]. The heat transfer 
model in the OpenFOAM case is the same as the HD model in the NEPTUNE_CFD case in Eqs. (4) – (11). 
 
3.2. Simulation models 
 
3.2.1. Computational grids 
It was observed in early simulation try-outs, that small cells at the pipe tip and abrupt changes of cell size 
tend to be major causes for convergence problems in the chugging cases. With the spherically curvilinear 
grid, the abrupt changes in grid cell sizes could be avoided and the amount of cells reduced. The grid used 
in the POOLEX STB-28 simulations (Fig. 8a) was an axisymmetric grid containing 12 716 hexahedral 
cells. A 3D grid was used in the simulations of the PPOOLEX DCC-05 case (Fig. 8b). The 3D version of 
the computational grid contained 0.8 million hexahedral cells. The POOLEX grid was refined inside the 
blowdown pipe to y+ ~ 5 and the PPOOLEX grid to y+ ~ 90 corresponding the inlet mass flow rates of 
steam. For the wall functions it was assumed y+ > 30, which is not an optimal value. However, this did not 
cause problems or visible errors in the NEPTUNE_CFD solution. 
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(a) (b) 
Figure 8. 2D-axisymmetric grid (a) in the STB-28 simulations, and 3D grid (b) in the DCC-05 
simulations.  
 
For this paper, grid sensitivity studies have not yet been performed, but the preliminary tests 
indicate that qualitative interfacial behavior and obtained interfacial area can be changed more or 
less by the grid refinement, but the total condensation rate is not as sensitive to grid resolution in 
the end. However, it has to be noted that in Eulerian simulations without interfacial tracking the 
missing interfacial forces cannot be remedied completely by the grid refinement. 
  
3.2.2. Simulation set-up 
In all the simulations, the standard k-ε turbulence model was used for both of the phases. The 
NEPTUNE_CFD simulations were carried out with compressible flow solution utilizing the available steam 
tables of the CATHARE code. The first OpenFOAM simulation was done with an incompressible flow 
solver and the later with a compressible one with ideal gas assumption. The correlation of HD (Eq. 7) was 
used as the liquid phase heat transfer model in all the cases, although some DCC-05 cases were simulated 
by using Coste C (Eq. 8) correlation. Vapor phase heat transfer was omitted and saturated vapor was 
assumed. The cases presented in this paper are summarized in Table I and the main initial conditions in the 
DCC-05-4 simulations can be seen in Fig. 9 (a). 
 
Table I. Simulated test samples 
 

Alias Test case Code Grid DCC 
model 

Interfacial mom. 
transfer 

NE-S28-1 STB-28-1 NEPT 1.0.8 2D-axi, POOLEX HD Sep.ph 
NE-S28-4 STB-28-4 NEPT 1.0.8 2D-axi, POOLEX HD Sep.ph 
NE-S28-7 STB-28-7 NEPT 1.0.8 2D-axi, POOLEX HD Sep.ph 
OF-I-S28-4 STB-28-4 OF 1.7.1 2D-axi, POOLEX HD Schiller-Naumann 
OF-C-S28-4 STB-28-4 OF 2.3.x 2D-axi, POOLEX HD Schiller-Naumann 
NE-D5-4-HDLI (a) (b) 1 ) DCC-05-4 NEPT 2.0.1 3D PPOOLEX HD Coste LI 
NE-D5-4-HDSE DCC-05-4 NEPT 2.0.1 3D PPOOLEX HD Sep.ph 
NE-D5-4-CO DCC-05-4 NEPT 2.0.1 3D PPOOLEX COSTE Coste LI 
NE-D5-4-HD-T DCC-05-4 NEPT 2.0.1 3D PPOOLEX 2 ) HD Coste LI 
1 ) (a) Initial steam interface at 0.7985 m, (b) at 1.8 m, 2 ) Wetwell only 
Abbreviations: NEPT –Neptune_CFD, OF – OpenFOAM, HD –Hughes-Duffey 1991, 
                         COSTE – Coste 2004, Sep.ph – separated phase drag ‘SIMMER’ 
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(a) (b) 

Figure 9. Initial fields in the simulations of (a) the DCC-05-4 test, and (b) the STB-28-1 test. 
 
Although the wall condensation in the blowdown pipe is not simulated, it is taken into account by decreasing 
inlet mass flow rate both in the STB-28 and DCC-05 simulations. In the STB-28 simulations the pool water 
is initialized to uniform temperatures i.e. 321, 341, and 350 K for the STB-28-1, 4, and 7 cases respectively 
(Fig. 9 (b)). In the DCC-05 simulations stratified temperature fields were used. 
 
4. RESULTS AND DISCUSSION 
 
4.1. POOLEX STB-28 chugging cases 
More comprehensive analysis and results of NE-S28-1, NE-S28-4, and NE-S28-7 simulations have been 
presented in [13]. The main finding from these simulations is the presence of quite realistic chugging. Fig. 
10 includes samples of volume fraction fields from the NEPTUNE_CFD case NE-S28-4 and from the 
OpenFOAM cases OF-I-S28-4 and OF-C-S28-4. 

Figure 10. Volume fraction of steam in the 2D-axisymmetric NEPTUNE_CFD and OpenFOAM 
simulations of the STB-28-4 chugging test, (a) NE-S28-4, (b) OF-I-S28-4, (c) OF-C-S28-4. 
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Compressible flow formulation seems to be a requirement for chugging. Proper chugging was not observed 
in the incompressible case although all the steam was condensed in the vicinity of blowdown pipe outlet. 
Fig. 11 shows the DCC rate in the cases NE-S28-1, NE-S28-4, NE-S28-7, OF-I-S28-4, and OF-C-S28-4. 

 
Figure 11. Condensation mass flow rates and inlet mass flow rate of steam in the 2D-axisymmetric 
NEPTUNE_CFD and OpenFOAM simulations of the STB-28 chugging test. 
 
The main differences between the NEPTUNE_CFD and OpenFOAM simulations are the compressibility 
and the interfacial drag model. Differences in the interfacial (e.g. turbulence) modelling are also possible. 
Studies concerning the difference in the steam retreat depth (chugging frequency) between the compressible 
NEPTUNE_CFD and OpenFOAM solvers are underway. 
 
In the NEPTUNE_CFD simulations of the STB-28 cases, chugging was qualitatively realistic enough for 
comparison with the pattern recognition results from the video data of the experiment. Fig. 12 presents the 
bubble width distributions in the NE-S28-1, NE-S28-4, and NE-S28-7 cases. 
 

 
Figure 12. Bubble size distribution (maximum width of fully inflated ellipsoidal bubbles) in the 2D-
axisymmetric NEPTUNE_CFD simulations of the STB-28 chugging test [13]. 
 
Although the uncertainties in the early pattern recognition models used in the STB-28 case are high [9, 13], 
the result is promising especially for the lower pool subcooling levels i.e. NE-S28-7 case. Fig. 13 shows 
the corresponding chugging frequencies obtained with the same pattern recognition model. 

NE-S28-1 NE-S28-4 NE-S28-7 

 
Figure 13. Power spectra of geometric mean of dimensions of bubbles and jets in the 2D-axisymmetric 
NEPTUNE_CFD simulations of the STB-28 chugging test [13]. 
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The chugging frequencies at the exit of the blowdown pipe are qualitatively in the same range in the test 
and simulations. As the pool water heats up, larger and more numerous bubbles (instead of rapidly 
condensing jets) form at the mouth of the blowdown pipe due to decreasing condensation rate. It seems also 
that in the simulations more bubbles form instead of jets that form more frequently in the tests. The 
chugging frequencies are smaller in the simulations than in tests. Smaller frequencies in simulations indicate 
a higher condensation rate (i.e. chugging takes place inside the vent pipe). On the other hand, a larger 
fraction of fully inflated ellipsoidal/toroidal bubbles indicate slower than measured condensation rates in 
the calculations. To obtain more reliable results, 3D simulations and 3D imaging should be employed. More 
information concerning the cases NE-S28-1, NE-S28-4 and NE-S28-7 is available in [13]. 
 
4.2. PPOOLEX DCC-05 chugging cases 
 
Although some promising 3D test simulations were done for the STB-28-4 case too [9], the better camera 
instrumentation of the PPOOLEX facility makes the later experiments more appealing for the DCC model 
validation purposes. The DCC rates in the NE-D5-4-HDLI and NE-D5-4-HDSE cases are presented in Fig. 
14. 
 

  
Figure 14. Condensation mass flow rates and bubble volume by Hughes & Duffey condensation model 
in the 3D NEPTUNE_CFD simulations of the DCC-05 chugging test. 
 
Fig. 14 shows that the calculated condensation rate is high enough to suppress all the steam injected, but 
chugging is not reproduced as the bubble volume does not fall to zero in the NE-D5-4-HDLI and NE-D5-
4-HDSE cases, there is continuously a bubble at the blowdown pipe outlet. Quite unphysically, the bubble 
does not oscillate in the NE-D5-4-HDLI case. The bubble oscillates if the drag model is the basic separated 
phase model (in NE-D5-4-HDSE). The DCC rate in the NE-D5-4-CO case is presented in Fig. 15. 
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Figure 15. Condensation mass flow rates and bubble volume by Coste 2004 condensation model in 
the 3D NEPTUNE_CFD simulations of the DCC-05 chugging test. 
 
Fig. 15 shows that the DCC rate and bubble volumes in the NE-D5-4-CO case are near the results of the 
NE-D5-4-HDSE case. The large interface drag model of Coste [22] gives now better results i.e. oscillating 
bubble, but the DCC rate is still too small to cause chugging. Weak DCC rate or missing chugging is not a 
new problem in the drywell-wetwell simulations, see e.g. [8]. Fig. 16 (a) presents the DCC rate for the case 
without the drywell in the geometry (NE-D5-4-HD-T).  
 

 
Figure 16. Condensation mass flow rates and bubble volume (NE-D5-4-HD-T case), internal 
chugging, and interfacial liquid turbulence kinetic energy level by Hughes & Duffey condensation 
model in the simulations of the DCC-05 chugging test. Effects of interface initialization and drywell.  
 
If the drywell is bypassed in the calculations, the steam volume collapses into the blowdown pipe (Fig. 16 
(b)) after the initial vigorously oscillating bubble (Fig. 16 (a) at 0 - 0.3 s). Within the blowdown pipe an 
internal chug occurs at 0.7 s. Turbulence kinetic energy grows much higher in the case without the drywell 
(Fig. 16 (c)), which in turn enhances condensation rate (Eqs. 9 - 10). Not even a higher initial interface 
elevation (NE-D5-4-HDLI (b)) lead to as good results. It seems that the drywell has a strong dampening 
effect on the chugging in the CFD simulations. Although the separated flow heat transfer models are 
promising in the cases without drywell, more accurate models are needed for DCC in a complete drywell-
wetwell system. Particularly, the modelling of interfacial area under rapid condensation is an issue to be 
studied. 
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5. CONCLUSIONS 
 
Suppression pool tests has been carried out at Lappeenranta University of Technology with the open-top 
wetwell facility POOLEX and with the drywell-wetwell suppression pool facility PPOOLEX. It has been 
demonstrated that the sizes and formation and break up rates of steam bubbles in the test video data can be 
measured by using a pattern recognition algorithm. Obtained bubble size data can then be compared with 
the field data from CFD simulations for the validation purposes of heat transfer models. The separated flow 
heat transfer model by Hughes and Duffey [14] has proven promising in the chugging simulations of the 
POOLEX STB-28 test. The compressible flow NEPTUNE_CFD simulations using that model reproduce 
the chugging behavior of the test qualitatively. However, the bubble size and chugging frequency spectra 
do not match that well between the simulations and the tests. The incompressible flow OpenFOAM 
simulation of the same case does not reproduce the chugging even qualitatively, although the condensation 
rate is high enough to condense the steam in vicinity of the blowdown pipe outlet. A compressible flow 
solver version produced chugging, but indicated smaller steam volume retreat depth in the blowdown pipe 
than was observed in NEPTUNE_CFD cases. The interfacial turbulence modelling and the ideal gas 
assumption in the OpenFOAM are likely reasons for the different results than with the NEPTUNE_CFD.  
 
In the simulations of a drywell-wetwell system (the DCC-05 PPOOLEX experiment), the NEPTUNE_CFD 
simulations with a full geometry did not lead to strong chugging conditions observed in the experiment. All 
the condensation models tested in this study i.e. the Hughes and Duffey [14] and Coste [23] models failed 
to produce chugging. This differs negatively from the results of the open pool POOLEX chugging 
simulations. Despite of missing chugging, the condensation rates of the heat transfer models were high 
enough to condense the detaching steam bubbles in the vicinity of the blowdown pipe outlet. 
 
In order to find the reason for the missing chugging, a higher initial location of the steam interface within 
the blowdown pipe was tested as well as the removal of the drywell from the geometry. The higher initial 
interface elevation did not cause chugging although it increased the interfacial turbulence level. The 
removal of the drywell led instead to initiation of chugging. Although the successfully simulated sample is 
short, it shows that the drywell functions as a damper in the simulations i.e. as an absorbing pressure 
boundary condition. Such an equilibrium restorative boundary makes the margin for the tolerable 
inaccuracies in the physical modelling very narrow. The heat transfer and interfacial area density models 
need to be developed further for more realistic simulation results in the drywell-wetwell suppression pool 
systems. Also, the computational grid size effects on the result should be studied further.  
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