ABSTRACT

The prediction capability of the two-fluid model for gas-liquid dispersed two-phase flow depends on the accuracy of the closure relations for the interfacial forces. In previous studies of two-phase flow Computational Fluid Dynamics (CFD), interfacial force models for a single isolated bubble has been extended to disperse two-phase flow assuming the effect in a swarm of bubbles is similar. Limited studies have been performed investigating the effect of the bubble concentration on the lateral phase distribution. Bubbles, while moving through the liquid phase, may undergo turbulence-driven random collision with neighboring bubbles without significant coalescence. The rate of these collisions depends upon the bubble approach velocity and bubble spacing. The bubble collision frequency is expected to be higher in locations with higher bubble concentrations, i.e., volume fraction. This turbulence-driven random collision causes the diffusion of the bubbles from high concentration to low concentration. Based on experimental observations, a phenomenological model has been developed for a “turbulence-induced bubble collision force” for use in the two-fluid model. For testing the validity of the model, two-phase flow data measured at Purdue University are utilized. The geometry is a 10 mm x 200 mm cross section...
channel. Experimentally, non-uniform inlet boundary conditions are applied with different sparger combinations to vary the volume fraction distribution across the wider dimension. Examining uniform and non-uniform inlet data allows for the influence of the volume fraction to be studied as a separate effect. The turbulence-induced bubble collision force has been implemented in ANSYS CFX. The assessment results show agreement with the measured data, correctly capturing the redistribution of volume fraction downstream with uniform and non-uniform inlet profiles. In particular, for the non-uniform data, the transverse redistribution of volume fraction at downstream locations is captured. This signifies the importance of bubble-bubble collision phenomena in correctly predicting volume fraction distributions.
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1. INTRODUCTION

In recent years, Computational Fluid Dynamics (CFD) has emerged as a very useful tool for engineers and scientists, providing valuable information on the temporal and spatial distribution of key variables in a flow field. The existing commercial CFD codes can be applied with confidence to solve a variety of single-phase flow problems, however considerable research effort is still necessary before CFD can be applied to the study of gas-liquid two-phase flows with the same level of confidence. While Direct Numerical Simulation (DNS) is still beyond reach for industrial flow problems involving significant void fraction due to excessive computational requirements, an Eulerian-Eulerian approach (two-fluid model) is widely used and considered well suited for industrial scale two-phase flow problems [1]. Present commercial two-phase CFD tools already have Eulerian-Eulerian modeling capability using the two-fluid model, which was developed by Ishii [1-3] by time averaging the instantaneous transport equations (continuity, momentum and energy) for each phase. The time averaging results in interfacial transfer terms in the two-fluid model which require closure relations. The prediction capability of the two-fluid model relies heavily on the accuracy of these closure relations. The interfacial transfer terms are directly proportional to interfacial area concentration. Therefore, an accurate model for the interfacial area concentration is necessary for detailed treatment of the phase interactions.

Most two-phase flow conditions may include the spherical, distorted, cap, slug and churn-turbulent bubbles. Such differences of bubbles in size and shape cause substantial differences in their transport phenomena due to the variations in interfacial forces and the particle interaction mechanisms. In view of their transport characteristics, the bubbles can be classified into two major groups. The spherical and distorted bubbles are considered as the Group-1 bubbles, while the Group-2 bubbles include the cap, slug and churn-turbulent bubbles [1,4]. Therefore, the 3-D three-field two-fluid model with two-group Interfacial Area Transport Equation (IATE) has been selected as the framework implemented in the commercial CFD code ANSYS CFX. This framework can serve as common framework of two-fluid model along with a single set of constitutive relations which can predict the wide range of two-phase flow conditions starting from bubbly to churn-turbulent flow. The two-group Interfacial Area Transport Equation (IATE) is utilized here to predict the dynamic structure of two phase flows by taking into account various possible bubble coalescence and breakup mechanism. Details of the two-fluid model and IATE along with closure relations can be found in past work [1]. In the present work, the focus is on bubbly gas-liquid flow.

In case of adiabatic two-phase flow, the interfacial force terms in the momentum equation are generally considered to include drag force, lift force, wall force, and dispersion force for bubbles by liquid eddies.
A thorough literature survey has been done for the best available hydrodynamic models. The best available model chosen and used for the current research simulations are listed in Table I. Generally, the existing interfacial models in literature have been derived for a single isolated bubble and have been extended to disperse two-phase flow assuming the effect in a swarm of bubbles is similar. However, it is intuitive that a bubble in a swarm while moving in a transverse direction (either from channel center to the wall region or vice versa), undergoes collisions with other bubbles. Limited studies have been performed investigating the effect of the bubble concentration on the lateral phase distribution. It is important to model this phenomenon and assess its effect. The next section discusses the modeling approach taken and assumptions in detail for the “turbulence-induced bubble collision force”.

<table>
<thead>
<tr>
<th>Interfacial Forces</th>
<th>Phases</th>
<th>Nature</th>
<th>Coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>Drag Force</td>
<td>Gas and Liquid</td>
<td>Interfacial force</td>
<td>Ishii and Zuber (1979) [5]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$C_{W1} = -0.01, C_{W2} = 0.05$</td>
</tr>
</tbody>
</table>
| Turbulent dispersion force         | Gas and Liquid | Interfacial force     | Bertodano (1992) [8]  
|                                    |             |                       | $C_{TD,1} = 0.25$ |
| Bubble-induced turbulence          | Liquid      | Reynolds stress       | Sato et al. (1981) [9]  
|                                    |             |                       | $C_{Sato.G1} = 0.6$ |

2. MODEL DEVELOPMENT

It is hypothesized that strong bubble diffusion happens due to the relatively dense packing of bubbles, which increases the collision frequencies among bubbles. As a result of random collisions (without significant coalescence), bubbles are pushed from higher concentration to lower concentration as there are more collisions on the higher concentration side, i.e., the net collision force should act opposite, and be proportional to, the gradient of bubble number density, $\nabla n_b$, or void fraction, $\nabla \alpha$. The motion of the bubbles is driven by the turbulent eddies. The net collision force is proportional to the momentum of bubbles undergoing collision divided by the time interval of collision. The virtual mass effect should also be considered for the momentum of bubbles. The formulation of the “turbulence-induced bubble collision force” is as follows:

The force per unit volume of the bubbly mixture is written as

$$\vec{M}^C \propto -\left( \nabla n_b \cdot \vec{D}_E \right) \frac{m_{b1}V_{b1}}{\Delta t_c} \vec{P}_c \propto -\left( \nabla n_b \cdot \vec{D}_E \right) \frac{m_{b1}V_{b1}^2}{L_t} \vec{P}_c$$

(1)

where the bubble concentration, i.e. number of bubbles per unit volume mixture, is

$$n_b = \frac{\alpha_g}{V_{bubble}}.$$  

(2)

The virtual mass of bubble undergoing collision is
\[
m_b \approx \frac{1}{2} V_{\text{bubble}} \rho_f. \tag{3}
\]
The bubble volume undergoing collision is \(V_{\text{bubble}}\), the continuous phase density is \(\rho_f\), and the distance between the center of two bubbles is
\[
D_E \approx \frac{D_b}{\alpha_g^{1/3}}, \tag{4}
\]
which can also be seen as an effective diameter of the mixture volume. Assuming isotropic turbulence, the bubble approach velocity is proportional to the liquid fluctuating velocity which is related to length scale, \(D_b\) [10],
\[
\nu_b \approx \mu_t \approx \left( \varepsilon D_b \right)^{1/3}, \tag{5}
\]
and the mean travelling distance is
\[
L_T = D_E - \gamma D_b \approx \frac{D_b}{\alpha_g^{1/3}} \left\{1 - \gamma \alpha_g^{1/3}\right\} \approx \frac{D_b}{\alpha_g^{1/3}} \left\{1 - \left(\frac{\alpha_g}{\alpha_{g,\text{max}}}\right)^{1/3}\right\}. \tag{6}
\]
In the above definition of the mean traveling distance, \(\gamma\) is the approximation factor which represents asymptotic value of \(\alpha_{g,\text{max}}^{1/3}\). This formulation makes sure that when void fraction approaches the dense packing limit of \(\alpha_{g,\text{max}}\), the mean travelling distance for the colliding bubbles should approach zero. Several of these definitions can be observed graphically in Fig. 1.

![Figure 1. Geometric Definitions of Two Approaching Bubbles](image)

Assuming hexagonal close packing, the collision probability can be given as
\[
P_c \propto \frac{D_b^2}{D_E^2}. \tag{7}
\]
In this expression, it should be taken into account that the collision probability should approach 1 when void fraction reaches \(\alpha_{g,\text{max}}\) so that
\[
P_c \propto \left(\frac{\alpha_g}{\alpha_{g,\text{max}}}\right)^{2/3}. \tag{8}
\]
After substituting the respective definitions, approximations and simplifying further, the bubble collision force per unit volume mixture becomes

$$M^C = -K \left( \frac{\nabla \alpha}{V_{bubble}} \right) \left( \frac{D_b}{\alpha_g^{1/3}} \right) \frac{V_{bubble} \rho_f \alpha_g^{2/3} u_t^2}{D_b \alpha_g^{1/3}} \left[ 1 - \left( \frac{\alpha_g}{\alpha_{g,max}} \right)^{1/3} \right] \left( \frac{\alpha_g}{\alpha_{g,max}} \right)^{2/3}$$  \hspace{1cm} (9)

So, finally, the formulation becomes

$$M^C = -K \left( \rho_f \alpha_g^2 u_t^2 \right) f(\alpha_g) \nabla \alpha$$ \hspace{1cm} (10)

where, \( \alpha_{g,max} = 0.62 \) is the dense packing limit for smaller Group-1 bubbles and

$$f(\alpha_g) = \alpha_g^{2/3} \left[ 1 - \left( \frac{\alpha_g}{\alpha_{g,max}} \right)^{1/3} \right]^{1/1}$$ \hspace{1cm} (11)

represents the dependence of turbulence-induced bubble collision force on the concentration of the bubbles. As shown in Fig. 2, this term increases as void fraction increases indicating that as bubble concentration increases, there would be more collisions and the force becomes stronger. Also, the dependence of the colliding bubble velocity term on turbulence parameters in the above formulation represents the effect of the increase in turbulence on the diffusion of the bubbles with increasing liquid volumetric flux. The bubble size in Eq. (5) is taken approximately as bubble Sauter mean diameter which is calculated from void fraction and interfacial area concentration.

![Figure 2. Variation of \( f(\alpha_g) \) with Void Fraction](image)

The above collision force model, Eq. (10), gives \( K \) as a proportionality constant to absorb the approximations assumed in the modeling process. It was found that \( K=1 \) gives reasonable diffusion force for small group-1 bubbles. The next step is assessing the model against highly reliable and accurate two phase flow measured data. For this purpose, two-phase flow data measured at Purdue University are utilized. What follows next is the brief description of the experimental setup used for the measured data.
3. EXPERIMENTAL SETUP AND TEST CONDITIONS

The experimental database used for the present study was performed in a narrow rectangular channel geometry. Figure 3(a) shows the schematic of the experimental loop. The test loop was designed to perform adiabatic air-water two-phase flow experiments in bubbly, cap-turbulent, and churn-turbulent flow regimes at room temperature and close to atmospheric conditions. The experimental loop includes two phase flow injection unit, test section, upper plenum, and the liquid and gas delivery system. The test section had cross-sectional dimension of 200mm (x-direction) by 10mm (y-direction) and was approximately 3m in height. It was made of transparent acrylic for optimal flow visualization. The unique design of the two-phase mixture injection unit allows the test loop to be capable of controlling both the gas and liquid flow rates to desired combinations by manipulation of manifolding valves. The four-sensor conductivity probe ports are installed on the flow duct gap (y-direction) at \( z/D_H = 35 \) (Port 2), 88 (Port 4) and 142 (Port 6) away from the top of the two-phase mixture injection unit. Detailed local data including void fraction, interfacial area concentration, bubble velocity and Sauter mean diameter were acquired by traversing the probe at each instrumentation port location. Details of the experimental loop can be seen in [11]. Flow conditions selected for the validation is shown on the flow regime map in Fig. 3(b) and details are included in Table II. These conditions were created by injecting gas and liquid in different fashion with the help of spargers as shown in Table II. Average bubble sizes in this set of experimental data range from 2 to 5mm.

![Schematic Diagram of Experimental Facility](image)

![Test conditions in a jg–jf map](image)

Figure 3. (a) Schematic Diagram of Experimental Facility [11] (b) Test conditions in a \( j_g-j_f \) map.
Table II. Summary of Test Conditions

<table>
<thead>
<tr>
<th>Run</th>
<th>j_f,0 m/s</th>
<th>j_g m/s</th>
</tr>
</thead>
<tbody>
<tr>
<td>Run 1</td>
<td>0.289</td>
<td>1.25</td>
</tr>
<tr>
<td>Run 2</td>
<td>0.289</td>
<td>1.25</td>
</tr>
<tr>
<td>Run 3</td>
<td>0.295</td>
<td>1.25</td>
</tr>
<tr>
<td>Run 4</td>
<td>0.295</td>
<td>0.943</td>
</tr>
<tr>
<td>Run 5</td>
<td>0.289</td>
<td>1.25</td>
</tr>
<tr>
<td>Run 6</td>
<td>0.295</td>
<td>1.25</td>
</tr>
</tbody>
</table>

4. PREPARATION OF BENCHMARK

The preparation of benchmark starts with the geometry and mesh generation. The highlighted region in Fig.3(a) shows the geometry selected for the mesh generation. The focus is on the test section which includes local instrumentation ports. The geometry is a rectangular duct that has dimensions of 200mm×10mm×2340mm. The generation of the calculation domain is focused on a half of the whole cross sectional duct as shown in Fig. 4, to save computation time based on the symmetric conditions. Based on a mesh sensitivity study it was found that hexahedral mesh configuration of 60×10×162 with total 97,200 computational cells was sufficient to give details of the phase distribution in the present geometry. The mesh with relatively fine cells near the wall region is used to capture the high gradient of two-phase flow parameters near the wall. While selecting the mesh size near the wall, the near wall spacing was selected such that $y^+ > 30$ as the log law of the wall has been used for the present simulations.

The inlet boundary conditions are based on information at the first measurement section (Port 2, $z/D_{th}=34.76$) due to the limited information at the inlet of the test section. The local measurement data of void fraction, interfacial area concentration, and gas velocity are used to specify inlet boundary conditions and domain initialization. The liquid velocity profile is derived from the gas velocity profile by subtracting the slip velocity. In the short gap, y-direction, $1/7^{th}$ power law variation is assumed for the liquid velocity profile. A constant pressure is used for the outlet boundary condition. The free slip wall boundary condition is specified for the gas phase. The no slip wall boundary condition is used for the liquid phase, however the scalable wall function is applied for the near wall treatment [12]. The $k-\epsilon$ turbulence model is used for the turbulence model [13- 23].

In the current benchmark study, ANSYS CFX (v. 14.0, ANSYS, Inc., Canonsburg, PA) with a new customized executable solver with the IATE incorporated has been used for the three-field two-fluid model simulations [24] (aka Eulerian-Eulerian approach). ‘High Resolution’ is selected as the advection scheme and $10^{-5}$ is taken as the Root Mean Square (RMS) residual target for convergence of the simulation. The coupled void fraction option under ‘Multiphase Control’ options has been used in the simulations. The time step size was selected on a case-by-case basis to obtain faster convergence.

Due to high aspect ratio (20:1) and narrow gap size (G=10mm in y-direction) of the rectangular channel considered for present study, the phase distribution in the y-direction is relatively uniform compared to that in the x-direction. Therefore the local results are averaged in y-direction over gap size (G=10mm) for comparing the simulation results with the experimental.
5. MODEL ASSESSMENT RESULTS

For the assessment of turbulence induced bubble collision force, it is important to consider the bubbly flow conditions with non-uniform inlet conditions. The six test conditions considered have resulted from different injection methods at the inlet as shown in Table II. The first test case to be discussed here is Run 1, which is primarily a one group bubbly case and located near bubbly to cap-turbulent transition as shown in Fig. 3(b). The measured void fraction profile at Port-2 which was used as inlet boundary condition for the void fraction has high non-uniformity resulting from injection effect of spargers (shown in Fig. 5), whereas at Port 4 and Port 6, the measured void profile is more or less flat. This case is a good test for assessing the diffusion force model for small Group-1 bubbles. First, the CFX benchmarking simulation was carried out with bubble collision force and with applicable interfacial forces included in Table I. As can be seen from Fig. 5, with the existing set of interfacial force models, in the absence of bubble collision diffusion force, the trends are not captured. Increasing the coefficient of the bubble dispersion force [8] doesn’t change the result much. Fig. 6 shows the phase distribution result, with addition of turbulence-induced bubble collision force model. As can be seen, the void distribution at Port 4 and Port 6 are better predicted.
To further assess the bubble collision diffusion force model the benchmark simulations were run including diffusion force model for other test cases (Run 2, 3, 4, 5 and 6). These test cases have non-uniform inlet conditions in the form of either center peaked or wall peaked inlet void profile generated with the help of spargers as shown in the Table II. The phase distribution results predicted by CFX in comparison with the measurement for Run 2, 3, 4, 5 and 6 are shown in Figure 7, 8, 9, 10, 11 respectively. Inlet phase distribution at Port 2 clearly carries the signature of the injection method, but due to the combined action of interfacial forces, the phase distribution changes along the flow path. Wall force and lift force mainly play an important role in the phase distribution near the wall region due to high liquid velocity gradients. In the bulk region of the channel, the bubble diffusion force model disperses the bubbles from the region of high void gradient. For Run 3 (Fig. 8), the gas velocity is over predicted relative to the experimental data. For Run 5 (Fig. 10), the gas velocity is over predicted and void fraction under predicted relative to the experimental data. Both of these cases are center-peaked liquid velocity injection and significant changes in bubble Sauter mean diameter are observed in the experiment, more so than the other runs considered. This will be investigated in greater detail. Overall, the combined action of the interfacial forces listed in Table I and bubble collision diffusion force results in a good prediction of phase distribution for all six test conditions.
Figure 7. Local Phase Distribution at Port 4 and Port 6 with Bubble Collision Force (Run 2)

Figure 8. Local Phase Distribution at Port 4 and Port 6 with Bubble Collision Force (Run 3)
Figure 9. Local Phase Distribution at Port 4 and Port 6 with Bubble Collision Force (Run 4)

Figure 10. Local Phase Distribution at Port 4 and Port 6 with Bubble Collision Force (Run 5)
6. CONCLUSIONS

In this study, the three-field two-fluid model with two-group IATE was prepared in a commercial 3-D CFD code, ANSYS CFX. Dynamic evaluation of the interfacial structure was considered by implementing the two-group IATE with various bubble interaction mechanisms (coalescence and break up) as the source and sink terms into the code using user defined functions and subroutines. Interfacial forces which were found important \( i.e. \), drag force \[5\], wall lubrication force \[6\], the lift force with a physics-based lift coefficient \[7\], turbulent dispersion force \[8\], were also implemented. A phenomenological model for the turbulence-induced bubble collision diffusion force was developed and assessed against the non-uniform inlet conditions (skewed void profile at the inlet). The phase distribution results predicted by the model showed good agreement with the measured data.

Notice

This report was prepared as an account of work sponsored by an agency of the United States Government. Neither the United States Government nor any agency thereof, nor any of their employees, nor any of their contractors, subcontractors or their employees, makes any warranty, express or implied, or assumes any legal liability or responsibility for the accuracy, completeness, or any third party’s use or the results of such use of any information, apparatus, product, or process disclosed, or represents that its use would not infringe privately owned rights. Reference herein to any specific commercial product, process, or service by trade name, trademark, manufacturer, or otherwise, does not necessarily constitute or imply its endorsement, recommendation, or favoring by the United States Government or any agency thereof or its...
contractors or subcontractors. The views and opinions of authors expressed herein do not necessarily state or reflect those of the United States Government or any agency thereof.

REFERENCE
