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ABSTRACT

Natural convection cooling is of ever-increasing importance in nuclear reactor safety, particularly for long 
transients. One relevant accident scenario is the Protected Loss-of-Flow (PLOF) transient, which relies on 
natural convection cooling for decay heat removal in many pool-type and integral-vessel reactors. A 
reference design investigated here is the Prototype Gen-IV Sodium Fast Reactor (PGSFR), a pool-type 
design with 150 MWe output power. Whole-vessel steady-state Computational Fluid Dynamics (CFD) 
simulations of a reference PGSFR design were performed in STAR-CCM+ to assess the long-term 
cooling capability of the Decay Heat Removal Heat Exchangers (DHXs) for a PLOF scenario. A porous 
media approach was employed for a number of internal structures to make the problem tenable. It was 
found that a segregated flow method with an additional dissipation term for pressure yielded results 
comparable to those of the recommended coupled flow solver, but with greater solver robustness and 
faster convergence. CFD results were compared with 1-D SAS4A/SASSYS-1 system code simulations, 
which showed reasonable agreement. These simulations provide evidence that placement of the DHXs in 
the cold pool is appropriate, and that effective long-term cooling of the core decay heat could be feasibly
achieved for the PLOF transient.
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1. INTRODUCTION

Reliable, long-term cooling of nuclear reactor decay heat has been a key thermal-hydraulic challenge for 
decades. In recent years, particularly in light of the Fukushima disaster, much research has focused on
natural convection cooling, with long effective cooling times, fewer active/powered components and a
reduced chance of failure. A number of proposed pool-type and integral-vessel reactor designs rely 
extensively on natural convection cooling in accident scenarios.

There are a number of challenges in simulating and designing a natural convection flow system. First, the 
heat and flow fields are more strongly coupled than in forced flow, and can require different simulation 
methods. This means that the entire flow-path between the heat source and sink must be modeled to 
effectively describe the flow behavior. In a nuclear reactor system, this is generally a large domain filled 
with complex geometry. Natural convection systems are also inherently unsteady and can frequently have 
three-dimensional aspects. Uncertainties in loss coefficients and other system parameters may be larger 
for low-flow conditions. For all of these reasons, significant approximations must typically be made in 
analyses of these types of systems.
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One of the most important transients typically involving natural convection cooling is the Protected Loss-
of-Flow (PLOF) transient, in which SCRAM is successful but pumps coast down and forced flow is lost.
This is one example of a “station blackout” event, in which offsite power may be unavailable for a long 
period. In pool-type reactors, decay heat is typically removed through Decay Heat Removal Heat
Exchangers (DHXs) placed into one of the pools. 

A reference design analyzed here is the Prototype Gen-IV Sodium Fast Reactor (PGSFR) [1-3], currently 
being developed by the Korea Atomic Energy Research Institute (KAERI) and Argonne National 
Laboratory (ANL). This fast-spectrum burner reactor is planned to transmute transuranics (TRU) and 
produce power as part of an advanced fuel cycle. This is a small modular reactor (SMR), with 150 MWe 
power output and a pool-type primary system configuration. It should be noted that the design used in this 
analysis is not the current PGSFR design, but an older design version used during its development. While 
the natural convection analysis is performed for one specific reactor design, it is intended that the 
methods applied here can be used in similar transients for other reactor types. This includes other pool-
type reactors, notably other SFRs, but also includes single-phase transients in integral-vessel LWRs and 
other SMR designs.

Natural convection heat removal has been explored for a number of different reactor applications. 
Parthasarathy et al. [4] used computational fluid dynamics (CFD) with a coarse mesh to investigate 
steady-state and transient natural convection. However, their DHXs were placed in the hot pool, while it 
is planned to place the PGSFR DHXs in the cold pool. For the PGSFR design, it was shown [5] that the 
hot-pool placement led to scenarios in which the hot pool could be overcooled to have a temperature 
lower than that of the cold pool. This could lead to stagnation or flow reversal in some areas of the core, 
which is undesirable. The difference in placement will greatly change flow patterns and somewhat limits 
the analogy that can be made between the two systems.  Hung et al. [6] investigated detailed physical 
modeling parametrics of the vessel cooling of an SFR, but these were largely limited to 2D CFD 
calculations with 1st-order convection. Abanades and Pena [7] and Vanderhaegen et al. [8] investigated 
cooling for lead-bismuth eutectic systems, but had similar simplifications to those found in [6]. It should 
also be noted that since natural convection flow is driven largely by thermal center heights and frictional 
resistances, care should be taken in generalizing behavior from that of another reactor design.

CFD simulations were performed to assess the natural convection cooling capability of the PGSFR 
design. Based on the above discussion, to the authors’ knowledge, this study is one of the first 3-D, 
whole-vessel natural convection CFD simulations of a pool-type reactor, particularly with cold-pool DHX 
placement. The steady-state simulation of the long-term core cooling after a PLOF transient was 
investigated, to confirm cold-pool DHX placement could provide sufficient long-term cooling in an 
accident scenario. In the current scenario, two of the four DHXs are assumed to fail, and the other two 
DHXs (off-diagonal) are assumed to remove their full capacity of 2MW of heat from the system. This 
corresponds to 0.5% of full power, occurring roughly 24 hours after the start of the transient. Given the 
indefinite design of many components and uncertainties used in many of the modeling parameters, the 
main purpose of the simulation is to gain insight into flow patterns, obtain reasonable estimates of 
temperatures and flow rates, and to establish whether the current geometry is feasible for long-term 
natural circulation cooling of the reactor.

The basic PGSFR system layout and natural circulation flow path are provided in Fig. 1. Cold sodium 
enters the core from the cold pool, is heated, and is ejected to the hot pool, some of which passes through 
the Upper Internal Structure (UIS). It then flows through Intermediate Heat Exchangers (IHXs) to the 
cold pool, where it is circulated to the DHXs. The primary flow is cooled and then exits the DHX and 
enters the pump to be circulated to the core inlet again, completing the loop. The DHXs are sodium-to-
sodium heat exchangers, which are linked to another sodium-to-air heat exchanger that links the system to 
the colder environmental air temperature and drives the flow.

8591NURETH-16, Chicago, IL, August 30-September 4, 2015 8590NURETH-16, Chicago, IL, August 30-September 4, 2015



The CFD simulations were compared with results from the 1-D code SAS4A/SASSYS-1 (“SAS”) [9].
The full 3-D modeling in CFD should be able to better capture the details of the flow patterns as well as 
the expected flow stratification. These CFD results can be used to improve the hot pool and cold pool 
modeling in SAS. Thus the 1-D code could be used for future transients, reducing the need for more 
computationally-intensive CFD simulations.

Figure 1. PGSFR system layout (outer vessel wall removed), showing the core (1), reflector (2), 
storage ring (3), inlet plenum (4), UIS (5), IHXs (6), DHXs (7), hot pool (8), cold pool (9), and 
pumps (10). Natural convection flowpath is denoted by the arrows. Center and Right view are 

orthogonal.

2. METHODS

Since the CFD simulation of a long reactor transient is generally still impractical, Reynolds-Averaged 
Navier-Stokes (RANS) steady-state simulations of natural circulation flow and heat transfer have been 
conducted using the commercial CFD code STAR-CCM+ [10]. Instead of simulating the whole PLOF
transient, the reactor core decay heat power is fixed at 2 MW, and only the two active DHXs remove heat 
from the cold pool. Since these decay heat conditions correspond to roughly 24 hours into the transient, 
pumps are assumed to have fully coasted down.

STAR-CCM+ is a finite volume formulation code, used here for the analysis of incompressible flow and 
heat transfer. It supports the use of unstructured polyhedral mesh elements, greatly simplifying the 
generation of computational meshes for complex geometries. The computational mesh was constructed 
based on CAD data describing the PGSFR geometry. The surfaces were prepared and the system was 
meshed with polyhedral cells as shown in Fig. 2. A prismatic wall layer was used for more accurate 
turbulence modeling, with 30 < y+ < 300 for all walls. The final mesh consists of 2.9 million polyhedral
and prismatic polygonal cells.
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Simplifications are required to generate a moderate CFD model of the complete primary sodium coolant 
loop, which can be run on a moderate cluster within moderate time. The fuel assemblies, upper internal 
structures, tubes and support plates in IHXs and DHXs are modeled through a porous media approach. In 
this approach, the macroscopic effect of the porous region is taken into account as a source term in the 
momentum equation. Thus the detailed geometry of these regions is not modeled. For the final CFD 
model, the cold pool, hot pool, core inlet plenum, pump lines, and IHXs are modeled as pure fluid 
regions; the rest are treated as porous media.

Figure 2. Mesh Distribution in the Base Model
(left: cut view of IHX cross-plane; right: top view of a cold pool horizontal cross-plane).

2.1. Porous Media Parameter Development

The two general forms for pressure drop in porous media are given in STAR-CCM+ as 

                                                                     
��
��

=  �(�|�| + �) 	 �                                                (1)

                                                                   
� =  ��(�|�| + �)�                                                (2)

The first equation corresponds to a full porous region, while the second equation is for porous baffles. 
Here v is the fluid velocity vector and � and � are tensors, termed the inertial and viscous loss 
coefficients, respectively. The resistance coefficients were derived based on a number of data sources or 
empirical correlations, and are summarized in the following sections. Simple stand-alone CFD models 
were constructed for each individual component to confirm that the coefficients produced the desired 
pressure drop for the geometry.

2.1.1. Core channels

Pressure drop data for the different core assemblies were obtained from runs previously performed using 
the SUPERENERGY-2 subchannel code [11]. These runs were performed at both nominal and reduced 
flow rates with realistic orificing [12]. Since the flow volume is significantly larger in the porous model 
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than the actual geometry, an area scaling was performed to achieve the same pressure drop for the same 
flow rate. A polynomial fitting was applied to the data points, as shown in Fig. 3. Only reduced flow data 
were utilized, which provided 24 data points and resulted in a better fit in the low-flow range. This is 
appropriate for the flow rates expected during the natural circulation cooling. 

Figure 3. Pressure Drop vs. Velocity Curve for the Core Channel Region.

2.1.2. Reflector/shield and storage ring

The reflector/shield region porous loss coefficients were also derived from the SUPERENERGY-2
simulations. However, there were only five total data points, and all were above the nominal flow rates. 
Thus, there is higher uncertainty in the derived coefficients. The storage ring is filled with an 
undetermined number of spent fuel assemblies, surrounding the core barrel. In order to prevent swirling 
and unrealistic flow patterns from developing, a uniform resistance equal to that of the core region was 
used to simulate resistance due to the stored assemblies. Radial heat conduction and the heat generation in 
the region are neglected in these areas, so there should be little buoyancy head there. Little flow is 
expected for these regions. Inlet orifice regions were modeled as porous baffles. The resistances were 
averaged from channel orifice coefficients computed by SAS calculations. Only the coefficient � for the 
inertial pressure drop is considered for the baffles.

2.1.3. DHXs and IHXs

The DHX and IHX regions contain notable multi-dimensional flow on the primary side since the inlet 
flow is horizontal while the outlet flow is vertical. Given lack of design data, it was assumed that these 
directional components had equal resistances. The design pressure drop and flow rate were taken from a
0-D lumped parameter approach and provided only one data point [13]. A linear fit was performed using 
the data point and the zero-flow, zero-pressure-drop condition. Only a viscous loss coefficient was used 
given the single data point. The uncertainty of these parameters is expected to be large. The IHX data 
point was at nominal flow, much higher than the expected flow during natural circulation. However, using 
even zero porous resistance in the stand-alone CFD analysis for the IHXs provided a drop nearly equal to 
the design data. For this and other reasons explained later, the approach for the IHXs was changed from a 
porous to a regular fluid region. In future cases, as IHX design data is finalized, generating the porous 
coefficients may be revisited.
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2.1.4. UIS

Details of the UIS region were still under development at this stage of the design process. However, the 
region is expected to provide a non-negligible flow resistance and should be modeled. The only portion of 
the available UIS design information is the control rod locations. Resistance coefficients were 
approximated using correlations for rod lattices, with pitch and diameter values estimated from the 
control rod drive placements.

The control rods were approximated as being similar to a triangular array with a P/D ratio of about 3. For 
the axial resistance, the friction factor was obtained from a polynomial fit by Todreas and Cheng to data 
obtained by Rehme [14]. For flow laterally across the control rods, the Zukauskas correlation was 
employed [14]. The top portion of the UIS features a cylindrical outer surface with circular holes to allow 
sodium to pass through. For simplicity, the resistance through this surface was estimated as a sharp edge. 

The current UIS resistance values are certainly underestimated. In reality, the UIS will contain other 
structures such as instrumentation, but the effects of these structures are difficult to estimate. It is 
important to note that although there are very large uncertainties in the data used in these correlations, the 
derived porous resistance values are very small: roughly one order of magnitude less than the DHX and 
several orders of magnitude lower than the core region. Moreover, flow can bypass the UIS, unlike other 
key components such as the core and IHXs. This should minimize the effect of the uncertainty in UIS 
resistance coefficients on the global flow behavior in the full system CFD simulation.

Table I provides a list of the porous resistance coefficients for all porous regions in the CFD model. The 
core and reflector/shield regions, including the orifice, have the dominant resistance by a large margin to 
natural convection flow. Since these regions have the most data points for verification, the overall 
pressure drop for the model should be fairly well established. This also means that the effect of the 
uncertainties in establishing resistances for the other regions should be relatively minor. For future work, 
it is important to obtain a more confident pressure drop estimate and design data for the DHX region in 
particular. The local pressure drop in the DHX affects the primary flow rate there and hence the outlet 
DHX temperature, which affects the buoyancy source and the flow pattern in the cold pool.

Table I. Resistance Coefficients for All Porous Regions
(for tensor ��and ���value given is along the primary flow direction unless otherwise stated)

Region ��(kg/m4, unitless for orifices) ��(kg/m3/s, m-1 for orifices)

Core Channels 103332 7289.26

Core Inlet Orifice 35788 0

Reflector/Shield Channels 762326 146395

Reflector/Shield Inlet Orifice 1.2415 ×  10� 0

Storage Ring 103332 7289.26

DHX 0 5600

IHX 0 0

UIS Internal (axial) 21.731 0

UIS Internal (lateral) 290.67 0

UIS Outer Cylinder 418.058 0
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2.2. Physical and Numerical Modeling Description 

In the CFD analysis of the PGSFR long-term decay heat removal performance, the flow in the primary 
coolant system is treated to be a steady 3D, turbulent, incompressible flow. Sodium is the working fluid 
with constant material properties except the density, which is dependent on a polynomial correlation, the 
same used in SAS [9]. No flow boundary conditions were specified for the primary coolant system since 
the whole system is under natural circulation. All walls are treated as adiabatic, no-slip walls. Thus 
conduction is not modeled between the hot and cold pools. However, in reality the presence of pool-to-
pool conduction should only serve to improve the stratification in the cold pool, improving heat removal 
capability of the DHX.

Turbulence was modeled using the Realizable k-� model with a buoyancy-driven two-layer wall model 
formulation [15-16]. A uniform power density corresponding to 2MW of power is assumed in the core 
region. All convective terms were discretized using a second-order upwind formulation.

The dual-stream heat exchanger model in STAR-CCM+ is applied to the two active DHXs, for which the 
secondary side flow is also modeled with a porous approach. Constant secondary side inlet flow and 
temperature conditions were provided [13]. The secondary side global heat transfer coefficient was 
specified such that total heat removal was 2 MW. Thus it must be stressed that the results from these 
simulations attempt to show what the flow and temperature fields should be if the system were indeed to 
operate at its 2 MW capacity.

In general, the Coupled Flow and Coupled Energy Models in STAR-CCM+ are recommended for natural 
convection problems and flows with large body forces or energy sources [10]. However, convergence was
found to be very slow using the coupled solvers for the simulation of the PGSFR primary coolant system. 
This is because this approach solves the system as a pseudo-transient, and for this natural circulation case
the flow velocity is small and the system is large. 

The Segregated Flow Model solves the flow equations (one for each component of velocity, and one for 
pressure) in a segregated, or uncoupled, manner through use of the SIMPLE algorithm. Although this 
model has its roots in constant-density flows, it is capable of handling low Rayleigh number natural 
convection [17]. This approach also uses the Segregated Energy Model, which solves the temperature
field after the flow field is obtained by the segregated flow solver. This method is often faster and uses 
less memory than the coupled algorithm.

The default segregated solver can have issues solving the flow for domains with porous regions, notably 
at the interfaces between porous and non-porous regions. Early investigations of the PLOF using the 
standard segregated solver were very unstable. STAR-CCM+ provides one method for improving 
robustness for these problems. This is accomplished by adding a “Delta-V” dissipation term to the 
pressure evaluation. In this case, the cell face pressure, pf, is evaluated as

                                                     �� =
�������������

�������
+ �������

�������
	

���������	�

�(�	�)
                                                 (3)

where �� is the average momentum coefficient, v is the reconstructed face velocity, and a is the face area 
vector. Subscripts “0” and “1” refer to two adjacent cells. The first term of (3) is the standard evaluation 
and the second term is the added Delta-V dissipation term [10]. This term essentially makes the 
segregated solver behave more like the coupled solver by more directly linking the pressure and velocity 
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fields. Results from this modified segregated method were similar to those from the coupled method, but
displayed faster and more robust convergence behavior.

Struggles with turbulence convergence were part of the reason for modeling the IHX as a fluid region. 
STAR-CCM+ does not model turbulence in the porous regions; it instead employs user-specified values 
for turbulence parameters in the region [10], which affects the turbulence downstream of the porous 
medium. This can cause convergence issues, particularly if flow reversal occurs during the solution 
process. Thus, modeling the IHX as a fluid region allowed for explicit turbulence modeling and provided 
much smoother convergence for the turbulence solver, without sacrificing any significant portion of the 
pressure drop (see Section 2.1.3).

3. SIMULATION RESULTS AND DISCUSSION

3.1. Base Case

Given the slow-developing buoyancy source and low under-relaxation factors necessary for stability, a 
large number of iterations were required to obtain a converged solution. Residuals for natural convection 
simulations in particular are not fully indicative of system convergence. Surface-averaged temperatures 
and flow rates were used in the interested areas to further assess the solution behavior. Fig. 4 shows the 
residuals of the base case simulation. They decreased very quickly to levels normally associated with a 
converged solution (~ 10-4 or lower). However, some macroscopic parameters, notably temperatures, 
require far more iterations to convergence than the residuals would suggest. Fig. 5 shows the mass flow 
entering the core and the core outlet temperature. The mass flow rates approach steady values early in the 
simulation. Fig. 6 demonstrates, however, that the amount of heat removed from the domain by the heat 
exchanger model is initially higher than the core power, and slowly decreases to the appropriate value (2 
MW for this case). This in turn causes the temperatures to take more than 20,000 iterations to converge.

Fig. 7 shows the temperature distribution at different 2-D cross planes of the system domain. The DHX 
secondary side displays a rather uniform temperature gradient with expected inlet/outlet values. 
Temperature distributions at other cross planes demonstrated the strong thermal stratification in the cold 
pool and at the IHX outlet. The large temperature difference and relatively low flow velocity at the IHX 
outlets leads to a very strong stratification there. There is a strong plume exiting the DHX that also 
contributes to the stratification. The cold pool top and bottom temperatures are both quite uniform 
throughout their respective areas, and the hot pool temperature is also very uniform. Strong temperature 
gradients were observed in the core and reflector/shield regions.

Figure 4. Simulation Residuals.
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Figure 5. Core Inlet Mass Flow (L) and Core Outlet Temperature (R).

Figure 6. Heat removed by the DHX Heat Exchanger.

Fig. 8 provides velocity vector plots along the same cross-planes through the domain. It should be noted 
that since there are only two operating DHXs, the velocity distribution should not be expected to be
symmetric across the pump and IHX planes in these figures. There is again a clear, relatively fast (~0.5 
m/s peak) plume emerging from the DHX outlet. The pump velocity vectors are largely symmetric, and 
the inlet plenum is roughly symmetric in the pump view plane but shows strong recirculation. There is 
very little flow in the reflector/shield and storage ring areas, as expected from the large porous resistances 
in those regions. The IHX outlet velocity is strongly influenced by the stratification behavior of the 
system. Flow in the bottom portion of the outlet region is largely stagnant and significantly colder than 
the upper portion of the IHX outlet. For this reason the outlet discharge immediately bends to the side and 
upward at a reasonably high velocity due to buoyancy effects.

3.2. Laminar Case

A laminar flow model case was tested to examine the effects of the turbulence model used in the base 
model. The simulation with laminar flow model was started from the completed base case run to provide 
good initial conditions. No significant stability issues were encountered. No major deviation from the 
base case was observed. The plume from the DHX exit extended slightly further into the lower part of the 
cold pool, but no other global-scale deviations were detected. Table II presents a comparison of results 
between the two cases. All values are very close to those from the base case. This suggests that, since 
default (and very uncertain) values were used for all turbulence parameters exiting porous regions, the 
specific values of these turbulence parameters do not have significant influence on the simulated flow 
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path and integrated transport quantities. This also means that turbulence is not crucial to obtain the bulk 
flow properties and behavior that are of interest in this simulation. While laminar cases run faster, the 
dissipation provided by the turbulence in the base case is helpful from a numerical stability standpoint. 

3.3. Fine Mesh Case

In order to establish sensitivity to mesh size, a case was also run with a finer mesh throughout the 
simulation domain. This finer mesh model has around 4.4 million cells, or about 1.5 times as many as the 
base case, with notable refinement in the cold pool. It was found that the refinement of the mesh caused 
marginal changes in some of the magnitudes of various solution parameters, but the overall system 
behavior remained the same and the current design appears feasible for long-term cooling of the reactor. 
Thus the base mesh was deemed suitable for the main purposes of this analysis.

Figure 7. Temperature Distributions, Clockwise from Top Left: DHX View, DHX Secondary Side, 
Pump View, IHX View.
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Figure 8. Velocity Vector Plots, Clockwise from Top Left: DHX View, Pump View, IHX View, Close-
View of IHX Outlet.

Table III lists major parameters from the base mesh and fine mesh simulation results, as well as the 
reference SAS results for comparison. Most of the parameters are similar, and close to the SAS results. 
The stratification is better defined and modeled with the refined mesh, which leads to about 8 degrees 
lower temperature predictions at the lower part of the cold pool and the hot pool compared to the base 
case. Many of the results match well between CFD and SAS, notably the DHX primary inlet temperature 
and secondary outlet temperatures, cold pool top temperature, and core and IHX mass flows. The DHX 
primary flow rate is reasonably close, but the hot pool, pump intake, and DHX primary outlet 
temperatures are all roughly 20 °C lower in the CFD results.
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Table II. Comparison of CFD Base Case with Laminar Case Results

Macroscopic Parameters Base Case Laminar Case

Core mass flow (kg/s) 17.9 17.8

Hot pool top temperature (°C) 465 465

Cold pool top temperature (°C) 400 400

Pump intake temperature (°C) 378 378

DHX primary mass flow (kg/s) 4.0 4.0

DHX primary inlet temperature (°C) 400 400

DHX primary outlet temperature (°C) 205 208

Table III. Comparison between CFD Base Case, Finer Mesh Case, and the Reference SAS Results

Macroscopic Parameters CFD Base Mesh CFD Finer Mesh SAS

Core mass flow (kg/s) 17.9 17.9 18.6

IHX mass flow (kg/s) 4.55 4.53 4.65

Hot pool top temperature (C) 465 457 483

Cold pool top temperature (C) 400 399 399

Pump intake temperature (C) 378 370 399

DHX primary mass flow (kg/s) 4.0 4.0 4.5

DHX primary inlet temperature (C) 400 399 399

DHX primary outlet temperature (C) 205 204 225

DHX secondary inlet temperature (C) 177 177 177

DHX secondary outlet temperature (C) 329 329 328

The stratification in the cold pool plays a key role in the differences between the CFD results and the SAS 
calculations. SAS predicted a uniform cold pool temperature that was roughly equal to the CFD 
predictions in the top part of the cold pool. The core inlet temperature in the CFD simulation is then lower 
than that in the SAS calculation. The temperature rises through the core are about the same in the two 
simulations since the predicted core mass flow is similar. The stratification in the cold pool is the key 
reason why the discrepancies for each of the temperatures between the two codes are nearly the same 
magnitude. The use of a well-mixed model for the cold pool in the SAS calculation leads to an 
underestimate of DHX heat removal and overestimate (conservative) of the hot pool temperature.

For the fixed 2 MW heat removal condition, the effectiveness of the DHXs was evaluated through the 
peak sodium temperatures found in the system. The peak sodium temperature from CFD for the core and 
hot pool was roughly 467 °C, which is significantly lower than the hot pool temperature of 545 °C for 
normal operation. This was corroborated by the SAS simulations. These results provide some evidence 
that the DHX long-term heat removal capability should be sufficient for the PLOF transient.
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4. CONCLUSIONS 

In summary, steady-state whole-vessel CFD simulations of the PGSFR design during long-term natural 
circulation cooling have been performed using STAR-CCM+. It can be concluded that a porous media 
approach is appropriate given the general system behavior of interest and the computational resources 
available. A modified segregated flow solver was found to have superior convergence behavior as 
compared to the coupled flow solver for this simulation, and well-converged results were obtained.
Results from CFD and a 1-D system code were largely in agreement, but CFD showed a better 
representation of the flow stratification occurring between the hot and cold pools. This work suggests that 
the current PGSFR design can provide enough long-term natural circulation cooling of the decay heat in 
the reactor core after a postulated PLOF transient. The strong thermal stratification observed in the cold 
pool would enhance the heat removal from the DHX. 

The mesh and turbulent vs. laminar model sensitivity studies helped to confirm the above conclusions. 
Further simulations should be performed for the final design, as well as potentially investigating the 
effects of pool-to-pool conduction on the system behavior. While the authors believe that the modeling 
methods used in this work should be applicable to other pool-type and integral-vessel reactors, additional 
work should be performed to verify the range of problems that can be successfully analyzed with this 
approach.
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