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ABSTRACT 
 
In order to predict the nucleate boiling bubble behavior and its heat transfer characteristics by means of a 
direct numerical simulation (DNS), a non-empirical boiling and condensation model was developed by 
the authors. This model was based on the quasi-thermal equilibrium hypothesis and consisted of an 
improved phase-change model and a relaxation time model. The MARS (Multi-interface Advection and 
Reconstruction Solver) combined with this model was performed for transient three dimensional DNSs on 
a single bubble behavior of the subcooled nucleate pool boiling. In this simulation, because of neglecting 
the microlayer underneath the bubble-base, the predicted bubble-departure-time period from its nucleation 
site at relatively low subcooled condition showed the overestimated tendency compared to the 
visualization experimental results. It was also found that the wall surface temperature predicted beneath 
the growing bubble was higher than that of the experimental results. In this study, in order to overcome 
that discrepancy, the evaluation procedure of the wall surface temperature during the subcooled nucleate 
boiling in the non-empirical boiling and condensation model has been improved. Especially, the heat 
balance through the wall surface during the bubble growth period in the model has been improved to 
consider the microlayer evaporation effects underneath the bubble-base without any artificial microlayer 
model. As a validation of this improved procedure, DNSs on the same as the experimental conditions 
have been performed for a single bubble behavior of the nucleate pool boiling under low subcooled 
condition, and the numerical results were compared to the experimental one. The evolutions of wall 
surface temperature during the bubble growth period show the fairy good agreement between the 
experiment and the numerical simulation. Moreover, a significant improvement of the prediction accuracy 
for the bubble-departure-time period from its nucleation site under low subcooled condition was achieved 
by the improvement of the procedure. 
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1. INTRODUCTION 
 
The understanding of boiling phenomena is extremely important for the thermal hydraulics design of light 
water nuclear reactors such as BWR (Boiling Water Reactor). However, the boiling phenomena are 
extremely complicated due to the phase change process and many physical processes are involved. It is 
known that the elucidation of essential mechanism on the boiling phenomena is the most difficult and 
challenging issue. Since the boiling heat transfer has most distinguished efficiency, numerous 
experimentally and analytically studies have been carried out to clarify the boiling heat transfer 
characteristics. Recently, owing to a direct numerical simulation (DNS) is expected to be another 
promising approach to clarify the boiling phenomena, the numerical simulations for directly treating the 
bubble dynamics and heat transfer characteristics regarding the nucleate boiling have been performed by 
several investigators [1-10]. The review of latest direct numerical simulation on boiling phenomena has 
been reported by one of the authors [11].  
 
In this situation, we developed a non-empirical boiling and condensation model to predict the nucleate 
boiling bubble behavior and its heat transfer characteristics by mean of DNS [12]. This model was based 
on the quasi-thermal equilibrium hypothesis and consisted of the following models: (1) an improved 
phase-change model based on the enthalpy method applying to the zero-thickness water-vapor interface 
and (2) introducing a relaxation time considering the unsteady heat conduction in the finite water-vapor 
interface. So far, by using the MARS (Multi-interface Advection and Reconstruction Solver) [13] 
combined with this model, we performed transient three dimensional direct numerical simulations for a 
single boiling bubble behavior starting the bubble growth from a pre-existed embryo, the bubble 
departure from the heating surface and finally the bubble shrinking behavior due to its condensation in the 
subcooled pool [12-15]. DNSs were conducted in same conditions of the visualization experiments as the 
validation data. The DNS results obtained regarding the bubble volume during the bubble growing and 
shrinking processes and the bubble shape during the bubble departure from the heating surface were 
agreed very well with the results of visualization experiments and the results of the existing analytical 
equations such as the Rayleigh equation in the inertia-controlled bubble growth process and the Plesset-
Zwick equation in the heat-transfer controlled bubble growth process. The effects of the surface 
wettability for the bubble departing behavior were also investigated by using the DNS [16]. It was found 
that the predicted bubble-departure-time period from its nucleation site at relatively low subcooled 
condition, which is less than about 5 �C, showed the overestimated tendency compared to the 
visualization results, while the predicted bubble-departure-time periods with increasing of the degree of 
subcooling were well coincident with the visualization results [15]. This reason might be considered that 
the microlayer was neglected in this simulation, i.e., perfectly dry-out condition, so that, especially in the 
low subcooled condition which is close to the saturated boiling, it should be considered the effects of 
microlayer evaporation. On the other hands, the systematic study of comparison between the state-of-the-
art experimental measuring data and the numerical simulations using MARS including this non-empirical 
boiling and condensation model has been conducted [17]. This experimental method was consisted of 
three measurements: the temporally synchronize and spatially map surface temperature distribution using 
an infrared thermometry, the liquid-vapor phase distribution using a total reflection technique, and the 
microlayer geometry using a laser interferometry. As a result, it was found that the heating surface 
temperature beneath the growing bubble at the beginning of bubble growth obtained from the numerical 
simulations was higher compared to that of the experimental results. It can be considered that the amount 
of heat removal from the heating surface due to the phase change tends to be under-predicted in these 
simulations.  
 
This paper described that the evaluation procedure of the wall surface temperature during the subcooled 
nucleate boiling in the non-empirical boiling and condensation model was improved to establish more 
accurate prediction model for the boiling heat transfer. At first, two-dimensional axisymmetric DNS of a 
single bubble nucleate boiling based on the MARS with non-empirical boiling and condensation model 
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was performed. The conditions of numerical simulations were similar to that of the experiments [17]. In 
order to consider the microlayer evaporation effects without a microlayer model, the heat balance through 
the wall surface during the bubble growth period was improved. Using this improved procedure, transient 
three-dimensional DNS of the single bubble departure behavior at low subcooled condition similar to the 
previous study [15] was performed to examine the prediction accuracy of the bubble-departure-time 
period.  
 
2. NUMERICAL METHOD 
 
2.1. Governing equations of MARS 
 
The governing equations of the MARS are consisted of the continuity equation for multi-phase flows, the 
momentum equation based on a one-fluid model and the energy equation with an external work done by a 
phase-change phenomenon as follows: 
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where F is volume of fluid (VOF) fraction, the suffix m denotes the m-th fluid or phase, u is velocity, t 
time, P pressure, T temperature, G gravity, �� viscous shear stress, Fv body force due to a surface tension 
and a wall adhesion based on the continuum surface force (CSF) model [18], � density for each phase,  a 
half density between water and vapor, Cv specific heat at constant volume, 
 thermal conductivity, Q heat 
source and a bracket � � denotes an average of thermal properties. In order to satisfy the conservation of 
F, the third term of the continuity equation (Eq. (1)) must be included. The second term of the right hand 
side of the energy equation (Eq. (3)), i.e., the Clausius-Clapeyron relation was considered as the external 
work done by a phase change. Moreover, a bubble oscillation caused by the expansion and contraction 
with the bubble growth and condensation processes was also modeled to reduce the limitation of the 
incompressible fluid assumption. The interface volume-tracking technique [13] was applied to the 
continuity equation in the MARS. The projection method [19] was applied to solve the momentum 
equation and the pressure Poisson equation was solved by the Bi-CGSTAB [20]. 
 
2.2. Non-empirical boiling and condensation model 
 
2.2.1. Improved phase-change model 
 
The Non-empirical boiling and condensation model for the subcooled nucleate boiling phenomena 
consisted of the improved phase-change model and the relaxation time model based on the quasi-thermal 
equilibrium hypothesis [12]. The improved phase-change model is based on the temperature-recovery 
method [21]. Since the temperature-recovery method could not treat a large volume change in the 
expansion and condensation process because this method was originally developed for 
solidification/melting of metals, the improved phase-change model was considered a large volume change 
between water and vapor. This model was applied only to the interfacial cell which has the VOF fraction 
between 0 and 1, and its procedure is as follows: 
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1) Temperature distribution in the whole solution domain is calculated by solving the energy equation 
(Eq.(3)) without the phase-change.  

2) The following a phase-change ratio �gv considering the density-change between water and vapor is 
computed.  
 

lvg

pll
v h
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g

�
� �

��                                                                       (4) 

 
where, cpl is specific heat at constant pressure, �T temperature difference from the saturation 
temperature (Tsat-T), hlv latent heat of vaporization and the suffixes of g and l denote gas and liquid 
phases, respectively. 

3) The temperature in the interface cell which done with phase-change recovers to Tsat. 
4) Finally, the following constraint condition is satisfied to conserve the total volume. 

 
� � � � 1��		�� vgvl gFgF  : At evaporation                                    (5) 
� � � � 1���	�	 vgvl gFgF  : At condensation                                  (6) 

 
2.2.2. Relaxation time model 
 
The improved phase-change model consists of Eps. (4)�(6) based on the assumptions of both a zero-
thickness interface and a "rapid" phase-change from "State 1 (Water)" to "State 2 (Vapor)" or vice versa 
due to the local quasi-thermal equilibrium hypothesis. This hypothesis requests another contradictory 
assumption that is a "very slow" phase-change from "State 1" to "State 2". In order to satisfy this 
requirement, a finite thickness of interface must be considered and both from/to "very slow" to/from 
"rapid" changes will occur simultaneously in the phase-change process. This process can be described by 
a relaxation or waiting time for consuming the latent heat at the interface region i.e., the unsteady heat 
conduction in the finite interface region as the "very slow" change process: The relaxation time t� can be 
defined as a time that the phase-change front is passing through a fictitious interface thickness �, so that 
t� can be expressed by using the thermal diffusivity of the water � as follows: 
 

�

2�
��t                                                                   (7) 

 
On the other hand, a well-known thermal penetration length � for the unsteady heat conduction in a semi-
infinite slab with a constant boundary temperature was approximated by the following expression: 
 

t�� 12�                                                                (8) 
 
If the thermal penetration depth can be assumed as the same as the fictitious interface thickness, t� can 
substitute into Eq. (8): 
 

�� 12�                                                                      (9) 
 
As the result, an invariant relation between the thermal penetration length and the fictitious interface 
thickness can be obtained as follows: 
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According this relationship, the fictitious interface thickness in around 30% of the thermal penetration 
depth corresponds to the "very slow" phase-change process. In other words, the rapid phase-changed 
volume during t� is 70% of the thermal penetration depth, not 100%. In this study, the relaxation time can 
be considered to control the VOF fraction as a phase-change limiter. For example, the relaxation time for 
both phase-fronts is assumed to be 15% at either of the interface, such as evaporation or condensation 
front: 
 

VOF limiter: 85.015.0 �� F                                           (11) 
 
 
3. NUMERICAL SIMULATION 

 
3.1. Computational Domain and Conditions 
 
In order to validate the prediction accuracy of the wall surface temperature during the nucleate boiling for 
the non-empirical boiling and condensation model, a two-dimensional axisymmetric numerical simulation 
of a single bubble nucleate boiling has been performed. The conditions for the numerical simulation were 
taken from [17]. Figure 1 shows the two-dimensional axisymmetric computational domain in this 
simulation. Although the numerical simulations under the two-dimensional Cartesian coordinate system 
were conducted in [17], in this study, the two-dimensional cylindrical, r-z coordinate system was used for 
the computational domain to assume the axisymmetric bubble growth. The computational domain was of 
dimensions 7.5 10 mm in radial distance (r) and height (z), respectively. The grid size was 50 �m in 
both r- and z- directions. The numbers of cells was 150 200 in r- and z- directions, respectively. The 
time step in the computation was set to less than 10 �s to satisfy the Courant number kept 0.1. The 
working fluid was water at a system pressure of 101.3 kPa, and the degree of subcooling in the water was 
3�C. The boundary conditions at right (r+) and bottom (z-) sides of the computational domain were the 
slip-wall with adiabatic condition. The Dirichlet boundary conditions of both pressure of 101.3 kPa and 
temperature of 97.0 �C were imposed at the top (z+) side of the computational domain. The heater of 
50�m in thickness used in the experiment was located on the CaF2 base plate of 0.75mm in thickness at 
the bottom of computational domain, which supplies the input volumetric heat source of 1.09 GW/m3 
corresponding to the heat flux on the heating surface in the experiment: 53 kW/m2. The initial wall 
surface temperature was set to 120 �C corresponding to a bubble nucleation temperature on the wall 
surface from the experiment. The solid heat conduction from the heater surface to CaF2 base plate was 
numerically considered. The static contact angle between the liquid and the surface was taken to be 15� 
less than that of experiment of 65� as the same condition of [17], for which the effect of dynamic contact 
angle was not considered in this simulation. The setting of initial temperature field in the thermal 
boundary layer on the wall surface plays a significant role in the bubble growth behavior for nucleate 
boiling. However, the temperature field surrounding the layer remains unknown in the experiment.  
Therefore, the unsteady heat conduction computation in the whole solution domain was conducted until 
the surface temperature reaches 120 �C to form the initial thermal boundary layer in this simulation. After 
that, the initial vapor bubble as a hemispherical shape of 100 �m in radius, which was assumed to be the 
saturated temperature under the atmospheric pressure, was put the center of r-direction on the wall 
surface. The initial velocity field in this simulation was assumed to be zero. 
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Figure 1.  Computational domain. 

 
3.2. Results and discussions 
 
Figure 2 shows the time evolution results of the numerical simulation for the single bubble nucleate 
boiling of water in the degree of subcooling 3 �C. The results show that the liquid-vapor interface of the 
white line which corresponded the VOF fraction of 0.5, the temperature distribution as shown by the color 
contour in the range from 111�C to 121�C, and the velocity vectors. It can be seen that the initial vapor 
bubble grows rapidly in the superheated liquid layer, and the wall surface underneath the bubble-base 
became a dry-out area immediately, because the microlayer was neglected in this simulation. On the other 
hands, with growth of the bubble on the surface in the water, the surface temperature of the dry-out region 
inside the triple (solid-liquid-vapor) contact line underneath the bubble-base increases rapidly, while the 
surface temperature near the triple contact line gradually decreases. In fact, this tendency shows a result 
similar to that of the numerical simulation based on the MARS using the non-empirical boiling and 
condensation model [17]. Eventually, the vapor bubble did not depart from the heating surface in this 
simulation due to the high surface temperature of dry-out region. However, according to the experimental 
result [17], the drops of local surface temperature about 5 �C underneath the babble-base and 10 �C at the 
triple contact line were observed until the bubble departing from the surface. With regard to this 
discrepancy of temperature characteristics underneath the bubble-base on the boiling surface, we must 
consider the well-known effect of the microlayer evaporation there without any artificial microlayer 
model. 
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Figure 2.  Numerical results of bubble shape, temperature distribution and velocity vector using 
previous procedure [15]. 
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Although it seems that the microlayer plays a role in determining the evolution of surface temperature 
underneath the boiling bubble-base, the mechanism of microlayer has not yet been fully understood. Since 
the thickness of microlayer is usually assumed to be a few microns, the numerical simulation considering 
the microlayer requires tremendously small grid size such as a nano-scale and huge computational cost.  
 
3.3. Improvement of Wall Surface Temperature Evaluation Procedure 
 
As for the previous studies on the numerical simulation with the microlayer for nucleate boiling, a special 
wall boundary treatment has been proposed by Son et al. [3], Kunkelmann and Stephan [8, 9], Sato and 
Ničeno [10]. The special wall boundary treatment was called a micro-region model to introduce an 
artificial microlayer, and coupled to Navier-Stokes solvers. The model has several limitations: the value 
of the dispersion constant (the Hamaker constant) is unclear; steady-state conditions are assumed in the 
two-dimensional system; and a contact angle larger than 90� cannot be treated. In this study, since the 
development of an improved micro-region model is not currently our target, the wall surface temperature 
evaluation procedure during the nucleate boiling has been improved without an artificial model. Since this 
problem is a conjugate heat transfer problem between solid and fluid, the following procedure is applied 
to the determination of the surface temperature:  
 
The heat flux to the wall surface, s of the heat conduction term in the energy equation was defined as follows: 
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where, q is heat flux, 
 thermal conductivity, T temperature and �xs distance to the wall surface. The 
subscripts w and f denote the wall and fluid computational cells adjacent to the wall surface, respectively. 
Figure 3 shows the definition of variable location in Eq. (12) at the wall surface between the fluid and wall 
cells. The circle symbols in Fig. 3 are the definition point in the fluid and wall computational cells. The 
thermal conductivity at the wall surface, 
s in Eq. (12) can be defined by using a harmonic average between 
the fluid, f and wall, w cells as follows: 
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Figure 3.  Definition of variable location at wall surface between fluid and wall cells. 
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It seems that the thermal conductivity at the wall surface, 
s in Eq. (12) is a rational definition, if the fluid cell 
has not been the phase-change process. However, when the microlayer evaporation on the wall surface 
underneath the growing bubble-base occurs under the fluid cell, the definition of thermal conductivity at the 
wall surface, 
s could not be applied the harmonic average between the fluid and wall cells, because the 
thermal conductivity of fluid cell, 
f adjacent to the wall surface during the bubble growth period in this 
simulation could be evaluated that of the almost gas phase due to the thinness of microlayer. Therefore, it 
could be considered that the heat removal from the wall surface causes the under-estimation in this simulation. 
Since the temperature of microlayer, Tmlayer on the wall surface can be assumed to be the saturated 
temperature, Tsat corresponding to its pressure by the improved phase-change model and of course the 
thickness is very thin, it can be considered that the surface temperature, Ts approaches the temperature of 
microlayer, Tmlayer during the phase-change process, i.e., the saturated temperature, Tsat. Assuming that the 
microlayer on the wall surface underneath the bubble-base exists during the bubble growth period in this 
simulation, a certain kind of the internal temperature boundary condition at the wall surface considering the 
effect of microlayer evaporation during the bubble growth period could be necessary to Eq. (12). Therefore, 
the heat balance at the microlayer surface between the wall and fluid cells assuming the microlayer 
evaporation has been improved as follows: 
 

fs

mlayerf
f

ws

wmlayer
ws x

TT
x

TT
q

,, �

�
��

�

�
�� 

                                                   (14) 

 
In Eq. (14), the thermal conductivity at the wall surface, 
s is replaced by that of wall cell, 
w or fluid cell, 
f 
from Eq. (12), because the internal temperature boundary condition at the wall surface is applied. The 
temperature of microlayer surface, Tmlayer is used for the temperature gradient to the wall or the fluid cell in 
Eq. (14) to consider the effects of microlayer evaporation, instead of the surface temperature, Ts. 
 
Figure 4 shows the time evolution of the bubble shape, the temperature distribution and velocity vector 
obtained from the numerical simulation using the improved procedure, in the same way as shown in Fig. 
2. It can be seen that the drops of the local surface temperature of dry-out region underneath the bubble-
base during the bubble growth period appears, owing to the consideration of the heat removal effects of 
microlayer evaporation presented by this procedure. It seems that the surface temperature decreases even 
more rapidly at the triple contact line than the dry-out region. These tendencies are in qualitatively 
agreement with the experimental results without any artificial microlayer model for microlayer in this 
simulation. 
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Figure 4.  Numerical results of bubble shape, temperature distribution and velocity vector using 

improved procedure. 
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3.4. Application to Single Bubble Departure Simulation in Subcooled Pool Boiling 
 
The improved procedure as mentioned previous section has been applied to the unsteady three-dimensional 
numerical simulation of a single bubble departure behavior from the heating surface during the nucleate pool 
boiling to validate the prediction accurately of the bubble-departure-time period from its nucleation site at 
relatively low subcooled condition. The numerical simulation was conducted as the same conditions of 
visualization experiments under atmospheric pressure by Kawara et al [22] and previous simulation by the 
authors [15]. The detail description of computational domain and conditions in this simulation are described 
in the reference [15]. The degree of subcooling in the water was set to 5 �C in this simulation, whose 
condition was shown the overestimated bubble-departure-time period by using the previous procedure 
compared to that of experiments. The initial bubble size was set to 0.62 mm and 0.47 mm in major- and 
minor-radius as a spheroid shape, which was assumed at the maximum bubble size in a horizontal direction 
obtained from the experimental data, since this simulation focuses on the bubble departure behavior from the 
heating surface after the bubble growth process. The temperature and velocity fields after one bubble 
departure were used as the initial field condition in this simulation. 
 
Figure 5 shows the comparison of the time variation of bubble aspect ratio between height H and width W of 
the bubble until the bubble departure from the heating surface, between the experimental results and 
numerical one which were obtained by using both the previous procedure and improved one. In Fig. 5, the 
symbol denotes the experimental results. The numerical results obtained by using both the previous procedure 
and improved one are presented in the black and pink lines, respectively. When the bubble aspect ratio is less 
than 1.0, the bubble shape shows a flattened one, whereas the bubble shape shows a vertically-elongated one 
when the bubble aspect ratio is greater than 1.0. It can be seen that the evolution of bubble aspect ratio 
predicted by the numerical simulations using the improved procedure as well as that using the previous 
procedure were found to be in very good agreement with the experimental result. On the other hands, as for 
the time-departure-time period, tD, although it can be seen the discrepancy between the numerical result using 
the previous procedure and the experimental result, the numerical results using the improved procedure is in 
fairly good agreement with the experimental result, because of the accurately estimated the surface 
temperature underneath the bubble-base. As the result, it was revealed that the improved procedure is 
predictably effective against the improvement of prediction accuracy of the time-departure-time period at low 
subcooled condition as well as the surface temperature underneath the bubble-base during the bubble growth 
period in the nucleated boiling. 

4149NURETH-16, Chicago, IL, August 30-September 4, 2015 4149NURETH-16, Chicago, IL, August 30-September 4, 2015



 
Figure 5.  The comparison of bubble aspect ratio between experimental result and numerical 
results obtained by using both previous procedure and improved one. 
 
 
4. CONCLUSIONS  
 
In this paper, we have improved the evaluation procedure of the wall surface temperature during the 
subcooled nucleate boiling in the non-empirical boiling and condensation model. The improved procedure 
was considered the effects of microlayer evaporation for the evaluation of heat flux at the wall surface 
between the wall and fluid cells.  
 
A two-dimensional axisymmetric numerical simulation of the single bubble nucleate boiling using the 
improved procedure was carried out, and the numerical simulation results were compared with the 
experimental result. The tendency of the surface temperature drop obtained from the numerical simulation 
based on this improvement agreed well with the experimental result. 
 
To demonstrate the applicability of the improved procedure to the bubble-departure-period simulation at 
low subcooled condition, the unsteady three-dimensional numerical simulation on a single bubble 
departure behavior from the heating surface during the nucleate pool boiling has been conducted, and 
showed the good agreement for the bubble-departure-period between the numerical simulation using this 
improved procedure and the experiment. 
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